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Mathematical Formulation of the
Red Storm 100Hr SOW Ceriteria
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weekly total number of Scheduled Interrupts
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We define a system interrupt as any interruption in Production Up-
time. The system mean time to interrupt (SMTTI) is calculated as
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In order to measure the 100HTr criteria for the full system, the Red 2
and Black sides are modeled as being in series. The failure rate g
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Mathematical Formulation of the
Red Storm 40Hr SOW Criteria

"Mean time between Interrupt (MTBI) for full system shall be
greater than 50 hours for continuous operation of the full system on a
single application code. This means that the full system must be able
to run continuously on an application using the full system for 50
hours without any hardware component failures or system software
failures that cause an interrupt or failure of the application code. (In
this context "full system" means the maximum configuration for the
compute partition plus one service and I/0 partition.)"

This was reduced to 40Hrs upon the addition of the 5th row of
cabinets.

Each time the system transitions from Production Uptime to Un-
scheduled Downtime, a single interrupt is counted towards this metric
(see "Mathematical Formulation of the Red Storm 100Hr SOW Cerite-
ria" for details). In addition, a single interrupt is counted for each job
killed as a result of one or more nodes becoming unavailable while
running that job. We define these to be Job Interrupts.

The job mean time to interrupt is calculated as the total number of
hours spent in Production Uptime divided by the total number of job
interrupts. All metrics described herein are calculated using a 90-day
sliding window.
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This is tracked for the Red and Black sides of Red Storm. The
per-side plots at right also show the total number of each type of job
interrupt (red and purple annotations), and the number of compute
nodes present (grey background).

In order to measure the 40Hr criteria for the full system, the Red
and Black sides are modeled as being in series. The failure rate
(INT/HR) of a series system is equal to the sum of the failure rates of
the components, and it follows that:
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The above formulation for fullJMTTI is being considered for use
as Sandia’s official measurement of the 40Hr SOW criteria (see bold
black line at right).
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weekly total number of production job interrupts due to node 'unavail' events
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Primary Causes of Unscheduled Downtime Incidents
Red Storm: 10/01/07 through 09/18/08
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Primary Causes of Unscheduled Downtime Nodehours
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